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Abstract— Vascular shunt insertion is a common surgical
procedure requiring a surgeon-and-surgical-assistant team per-
formed to temporarily restore blood flow to damaged tissues.
Robotic assistance for this procedure is challenging due to
precision and control uncertainty. The role of the robot in
this task depends on the availability of a human surgeon. We
propose a trimodal framework for vascular shunt insertion
assisted by a dVRK robotic surgical assistant. We consider three
scenarios: (1) a surgeon is available locally; (2) a remote surgeon
is available via teleoperation; (3) no surgeon is available. In
each scenario, the robot operates in a different mode either
by teleoperation or automation. For mode (1), a learned
visual servoing policy is proposed for vessel grasping. Physical
experiments demonstrate a success rate of 70%-100% for mode
(1), 100% for mode (2), and 80%-95% for mode (3).

I. INTRODUCTION

Vascular shunt insertion is a surgical procedure that uses
a hollow and flexible shunt tube to drain or divert fluid in
the human body from one location to another [1]. Vascular
shunt surgeries often take place in high-pressure clinical
scenarios such as civilian and battlefield settings, where
vascular injures are common and a shunt can be utilized
to bridge gaps in blood vessels [2, 3]. In most vascular
shunt surgeries, a surgical assistant grasps the vessel and
the surgeon grasps a third point on the vessel to dilate the
vessel and insert the shunt. While precision is critical in
this procedure, heavy surgery demand under those scenarios
can lead to surgeon fatigue and disruptions. The shortage of
surgeons, currently on the rise and projected to be between
15,800 and 30,200 in 2034 [4], led to the closure of more
than 100 rural hospitals in the US from January 2013 to
February 2020 [5], with 600 more at risk of closure [6].
Utilizing Robotic Surgical Assistants (RSAs) to assist in
shunt surgery through either teleoperation or autonomous
operation has the potential to mitigate the surgeon shortage,
reduce workload, and improve consistency and effectiveness
of surgery.

There are 5 key subtasks where robotic assistance may be
provided during a vascular shunt procedure:

1) The initial grasp of the blood vessel rim;
2) A secondary grasp of the blood vessel rim, with one

grasping point already present;
3) A tertiary grasp of the blood vessel rim, with two

grasping points already present;
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Fig. 1: Robot Shunt Insertion Trimodal Framework: Three
scenarios are considered: (1) A local surgeon grasps one point
(green) of the vessel (yellow balloon) and the robot grasps the other
two points (blue) on the vessel automatically. Vessel before (left)
and after (right) robot grasping is shown; (2) A remote surgeon
(left) teleoperates the robot (right) to grasp the third point and
insert the shunt (transparent tube); (3) No surgeon is available. The
robot automatically grasps the third point and inserts the shunt.
Vessel before (left) and after (right) robot grasping and insertion is
shown; In both (2) and (3), the other two points (red) on the vessel
are grasped by two passive clamps.

4) Dilation of the blood vessel rim by pulling the third
grasp point outward from the rim center;

5) Insertion of the shunt into the dilated vessel.

In previous work, RSAs were teleoperated for phantom
vascular shunt insertion operations [7], and in prior work,
we proposed a method to automate vascular shunt insertion
with a da Vinci Research Kit (dVRK) RSA by dilating a pre-
grasped vessel and inserting the shunt, where the success rate
varied from 50-80% depending on the size and orientation
of the vessel phantom [8].

In this paper, we propose a “trimodal” framework that
varies the role of the dVRK for vascular shunt insertion
depending on the availability of the surgeon and surgical
assistant. Automated blood vessel grasping is challenging
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Fig. 2: Mode Overview: The system pipeline combines four
modules: a vessel rim state estimation module, a visual servoing
and grasping module, a shunt insertion module, and a teleoperation
module. These components are combined into three modes of
operation: (1) a grasping pipeline, utilizing the state estimation and
the servoing modules, for when a surgeon (but not an assistant) is
available locally; (2) a teleop pipeline, utilizing the teleoperation
module, for when a surgeon is available remotely and a surgical
assistant is available locally; and (3) an insertion pipeline, utilizing
the state estimation, servoing, and shunt insertion modules, for when
a no surgeon is available, but a surgical assistant is locally available.

due to the deformability of the vessel, self-occlusion of the
end effector and vessel rim, and the millimeter-level preci-
sion required for grasping. Furthermore, the blood vessel is
fragile and an appropriate amount of force must be applied to
dilate the vessel without slip or breakage. Hysteresis of the
cable-driven dVRK presents extra challenges. We propose
a visual servoing policy for autonomous vessel grasping to
address those challenges. We conduct physical experiments
to evaluate each mode of the trimodal framework.

This paper contributes:
1) A novel trimodal framework for vascular shunt inser-

tion with 4 modules: vessel rim pose estimation, ser-
voing and grasping, shunt insertion, and teleoperation,
which adjusts robot roles based on surgeon availability.

2) A visual servoing policy for autonomous vessel grasp-
ing using a dVRK from RGB images.

3) Physical experimental results with a human teleopera-
tor and a dVRK for each of the 3 modes that produce a
success rate of 100% and an average completion time
of between 14.62s and 20.33s for shunt insertion.

II. RELATED WORK

A. Automation in Surgical Robotics

Research in surgical robotics has a long history [9].
Robotic Surgical Assistants (RSAs) are surgical robots de-
signed to help surgeons perform complex surgical proce-
dures such as minimally invasive surgeries, and have been
increasingly adopted among high-volume surgeons in the
past two decades [10, 11]. They improve surgeon dexterity

and visualization [12], and have potential to automate some
surgical subtasks to reduce surgeon fatigue [13].

Currently, RSAs are mainly used in hospitals through
teleoperation. There are many prior works that study var-
ious aspects of improving the surgeon performance and
experience of telesurgery, including providing better haptic
feedback [14], automating camera movement [15], rating
surgeon performance [16], and addressing or compensating
for network latency [17, 18].

Recently, many studies have also explored automating sur-
gical subtasks, including tissue manipulation [19], hemosta-
sis [20], debridement [21, 22], suturing and knot tying [23,
24], pattern cutting [25, 26], peg transfer [12, 27, 28], tumor
localization and resection [29–31]. Surgical robots, such
as the da Vinci Research Kit [32], Raven [33], and SRI
International’s Taurus Robotic System [34], face a unique
challenge for automation as they are driven by cables and can
suffer from inaccurate motion and actuation due to backlash
hysteresis [35]. Many prior works have proposed methods
for calibration [27, 36, 37]. In this work, we consider
the vascular shunt insertion task, and we study both the
teleoperation scenario and the autonomous robot case.

B. Vascular Shunt Insertion

In military and civilian trauma emergencies, there is
often a need for urgent control of hemorrhage and limb
ischemia; however, specialized surgeons may not be available
or the hospital setting does not allow specialized vascular
surgery [38]. In such cases, a surgeon needs to perform dam-
age control by inserting temporary vascular shunts between
blood vessels to restore blood flow [2, 3, 39]. The patient
will then be transferred to a specialized hospital for a more
definitive vascular repair and the shunt will be removed [8,
38]. The development of plastic shunts has proven to be
crucial in reducing the amputation rate from vascular injuries
in recent battlefields [2, 40].

In a standard (non-robot-assisted) vascular shunt opera-
tion [41], a human surgical assistant holds the rim of the
blood vessel with two grippers. A surgeon grasps a third
point on the rim and dilates the vessel while using another
gripper to hold the shunt and insert it into the vessel. This
requires both the surgeon and the assistant to be available in
person, which may not be the case. In our prior work [8], we
explored automating the shunt insertion step of the surgeon
with a da Vinci Research Kit and showed that the robot can
achieve a success rate between 50% and 80% and an average
completion time of between 13.7s and 14.4s, even with tight
tolerances and varying vessel orientations up to 30°. In this
paper, we consider this and 2 new operational modes and
present a robot assistant framework depending on the human
operator availability. We perform physical experiments for
each of the 3 modes and discuss their pros and cons.

III. PROBLEM STATEMENT

The objective is to fomulate three potential operational
scenarios for robot-assisted vascular shunt insertion and pro-
pose a paradigm for robotic assistance in each. We provide



Fig. 3: Visual Servoing and Grasping Module: At each step of the visual servoing module, an RGB image is captured by the camera
and passed into the pipeline. Using the camera-to-robot transform and the forward kinematics of the robot, this image is cropped to a
180× 180 square surrounding the end effector. The crop is passed into an ensemble of convolutional neural networks, whose outputs are
an output direction a ∈ {+x,−x,+y,−y}. These outputs are collated through voting to determine the direction of motion for this step.

a method for the execution of each paradigm, and evaluate
it in terms of success rate and completion time.

A. Assumptions

We assume a blood vessel can be fully opened by three
grippers grasping three points as shown in Fig. 1(1) on
the right. Initially, we assume that one or two passive
grippers hold a vessel phantom, which resembles the role
of a surgeon (Fig. 1(1)) or a surgical assistant (Fig. 1(2),
Fig. 1(3)) in surgical setting without robots respectively. We
assume access to an inclined RGBD camera with known
rigid transformations to robot arm coordinate frames. We also
assume access to a stereo camera or endoscope that allows
a human teleoperator to have a view of the workspace.

We assume that the size of the shunt used in the operation
is known, and if the robot is manipulating it, the shunt is
held at a known position. We assume the outer radius of the
shunt is smaller than the inner radius of the vessel phantom.

B. Objective and Evaluation Metrics

We consider three modes of operation (Fig. 1). For each,
we evaluate success and completion time.

Mode (1): Local Surgeon. The surgeon is available locally,
and the bimanual surgical robot performs the role of a
medical assistant, where it autonomously grasps two points
on the vessel phantom given one point grasped by a fixed
gripper. A trial is considered successful when both of the
robot’s grippers are grasping the vessel phantom.

Mode (2): Remote Surgeon. The bimanual surgical robot
is teleoperated by a remote surgeon, and a human medical
assistant is available locally to grasp the vessel. In particular,
we assume two points on the vessel rim are held by fixed
grippers, and the teleoperated robot grasps a third point,
dilates the vessel phantom, and inserts a shunt. A trial is
successful when the shunt rim is fully enclosed within the
vessel after both grippers release.

Mode (3): No Surgeon Available. This is an extended
version of the case considered by Dharmarajan et al. [8]
when there is no surgeon available but a human medical
assistant is available locally to grasp the vessel, the bimanual

surgical robot performs the teleoperated shunt inserter role,
where it autonomously grasps the vessel rim on a third point,
dilates, and inserts a shunt. A successful trial is defined in
the same way as Mode (2).

IV. METHOD

A. Overview

As illustrated in Fig. 2, the system consists of 4 au-
tonomous components: a vessel phantom rim pose estimator,
a grasping and visual servoing module, a shunt insertion
procedure, and a teleoperation module. These components
can be swapped out and reordered based on the required
mode of operation, enabling the system to adapt to different
possible on-the-ground situations.

B. Blood Vessel Rim Pose Estimation Module

Before performing any autonomous interaction with the
vessel, such as grasping or dilation, we must first detect and
characterize the vessel state in space. We utilize a two-step
process: segmentation mask generation and curve fitting.

The vessel rim segmentation step takes as input an RGB
image of the workspace and converts it to a segmentation
mask marking the location of the rim of the vessel. Inspired
by Labels from Ultraviolet (LUV) [42], we use ultraviolet
paint and a UV–Visible light system to collect 1,500 pairs
of UV and Visible light images. We extract masks localized
to the vessel rim from the ultraviolet images by applying
color thresholding over UV labels and use the image-mask
pairs to train an asymmetric U-Net [43, 44]. The architecture
consists of a 4-tier contracting path and a 4-tier expansive
path to generate the segmentation masks, and we replace the
final ”up-convolution” level of the expansive path with an
upsampling layer to reduce network runtime and parameter
count. We use layer depths of 128, 256, 512, and 1,024
channels for both paths and train the model using an Adam
optimizer with learning rate α = 0.001.

The estimated segmentation mask output is then projected
onto the point cloud generated by the RGBD camera to
select out the points on the vessel rim in 3D space. We then
apply random sample consensus (RANSAC) [45] to estimate



Fig. 4: Shunt Insertion Module containing the Chamfer Tilt Shunt Insertion and the Screw Motion. (a) Starting from a surgical assistant
grasping two points of the vessel, (b) the robot grasps and dilates a third point on the vessel to open it up. (c) It uses a chamfer tilt
insertion motion to insert the shunt and (d) uses a screw motion to screw the shunt inside. (e) After the shunt is fully inserted, the robot
releases the grasping of both grippers.

the 3D orientation of the vessel lip represented as a tuple
(cp, cn, r). The system pipeline uses a RANSAC inlier radius
of 1 mm and runs until convergence or for a maximum of
1,000 iterations to minimize the stochastic error between the
3D depth images and masking pipeline.

C. Servoing and Grasping Module

The servoing and grasping module uses the sensed 3D
location and orientation of the vessel rim and attempts to
actuate the robot to an intended grasping point on its rim.
An open-loop policy calibrated using the method outlined
in Seita et al. [22] is used to actuate to the intended 3D
location for grasping. Once the gripper is within 2 mm
horizontally of its target, a visual servoing policy takes over.

The visual servoing module, shown in Fig. 3, utilizes two
policies, πright and πleft, to take corrective actions for the right
and left arms respectively. Each policy takes in a 180 ×
180 RGB image cropped around their respective grippers
and outputs an action direction a ∈ {+x,−x,+y,−y}.
The image cropping forces the policy to learn about the
relative positions of the grippers and the vessel, reducing
the overfitting against specific features from other parts of
the workspace. Furthermore, the actions are motions with
magnitudes between 0.2 mm and 0.8 mm along the x- or y-
axis in the robot coordinate frames.

The policies are represented as a neural network ensemble
consisting of 5 lightweight convolutional neural networks,
each consisting of 3 convolutional layers and 5 fully con-
nected layers. To train the policies, offline human demon-
strations of 150 trajectories consisting of 15–30 actions were
collected using a keyboard teleoperation interface, resulting
in 4,303 image-action pairs. The networks are trained using
a cross-entropy classification loss.

During execution time, we take the majority vote among
the five ensemble networks as the direction for the robot
to move. The magnitude of the first action is 0.8 mm. If
consecutive actions are in opposite directions, the magnitude
of subsequent actions are halved. When the action magnitude
goes below a threshold of 0.2 mm, the servoing terminates.
The policies do not need to explicitly learn a stopping
action, as the decaying action magnitudes from consecutively
moving in opposite directions converges.

Since there are two arms, each with a similar task that
does not depend on the other, grasping can be executed either

sequentially or concurrently. In sequential execution, one arm
first servos and grasps the vessel rim, and then the second
arm follows. In concurrent execution, both arms can be run
concurrently to reduce the time it takes to perform bimanual
vessel grasping. In the concurrent version of servoing, the
policies πright and πleft each retrieve a corresponding cropped
image from the camera, compute the desired actions, and
execute the desired actions on separate threads. Once both
grippers are finished servoing, they move downward con-
currently and grasp the vessel. Once a successful grasp is
performed, the grippers simultaneously move outward from
the center to tension the vessel rim. We report experiments
with both sequential and concurrent movements.

D. Shunt Insertion Module

After the dilation step, the rim of the vessel phantom
is enlarged, as shown in Fig. 4(b) indicated by the red
arrow. The gripper and any fixed points used to tension the
vessel now become obstacles that must be avoided during the
insertion of the shunt, reducing the range of motion available.
The vessel phantom also cannot be overly stretched due to
the possibility of slip or tearing, further decreasing the size
of the target. To overcome the challenges associated with
these low tolerances, the insertion module makes use of the
chamfer tilt–screw motion insertion combination proposed
in Dharmarajan et al. [8] to insert tightly fitting shunts.

1) Chamfer Tilt Insertion: The robot approaches the in-
sertion from above with the shunt held at an angle, presenting
the end of the shunt corner-first for insertion. The end
effector is first actuated to a point slightly above the vessel
phantom rim, then moves downward, inserting the leading
edge of the tilted shunt below the lip of the vessel. Once
the shunt is partially seated below the rim, the end effector
rotates to straighten the shunt, while at the same time, the
arm dilating the vessel moves upward and inward to improve
quality of the fit, as in Fig. 4(c).

2) Screw Motion: In some cases, after the chamfer tilt
insertion motion is completed, a portion of the shunt remains
outside of the rim of the vessel. In this case, this motion alone
is not sufficient to ensure that the shunt remains in place after
both grippers release their grips. To increase the chance that
the entire shunt is situated within the rim of the vessel, the
robot executes a screw motion, which is a counterclockwise
rotation combined with a concurrent downward translation,



Fig. 5: Teleoperation Setup: The remote teleoperation setup in-
cludes: the two master tool manipulators (labeled “(a)”), which
pass the motion commands from the remote surgeon to the the
two patient side manipulators (labeled “(b)”), and an endoscope
(labeled “(c)”), which captures binocular vision information and
transmits it to the surgeon’s console (labeled “(d)”). The goal of
the teleoperation mode is to insert the shunt into the vessel phantom,
as illustrated in the bottom right.

as shown by the red arrow in Fig. 4(d). This motion helps
bring any portion of the shunt that was previously above or
outside the rim inside. After the completion of this motion,
both grippers release their grasps and retract to a home
position away from the insertion site.

E. Teleoperation Module

In the teleoperation mode, a human teleoperator uses the
dVRK controller with two tool manipulators and foot pedals
to control both grippers of the surgical robot. One gripper
first grasps and dilates the vessel, and then the other gripper,
already holding a shunt, inserts the shunt into the vessel.

V. EXPERIMENTS

Servoing Execution Success Avg trial time Failure Modes

Model Rate (s) (O) (T)

N Sequential 95% 13.2± 0.39 0 1
Concurrent 65% 7.7± 0.37 7 0

Y Sequential 70% 17.4± 0.73 6 0
Concurrent 100% 10.4± 0.42 0 0

TABLE I: Mode 1: Bimanual Vessel Grasping Results: Success
rate and mean trial time for bimanual grasping with and without
servoing, along with executing both arms’ motions sequentially and
concurrently. We track two failure modes: (O) One arm grasping
failure and (T) Two arm grasping failure.

A. Experimental Setup

We perform experiments using the da Vinci Research Kit
(dVRK) surgical robot with two cable-driven patient-side
manipulator (PSM) arms [46]. For autonomous roles, the
robot captures RGBD images at a 1920x1200 resolution with
30 fps using an inclined Zivid One Plus S camera. The
teleoperation interface consists of foot pedals, two master
tool manipulators (MTMs), and a stereo viewer, as shown
in Fig. 5. There are two mounted arms to hold the vessel if

Mode Diameter Success Avg trial time Failure Modes

(mm) Rate (s) (D) (S)

2 8 100% 13.6± 0.58 0 0
14 100% 20.3± 7.7 0 0

3 8 95% 14.5± 0.58 0 1
14 80% 14.4± 0.54 0 4

TABLE II: Modes 2 (Teleoperation) and 3 (Surgeon Unavail-
able): Shunt Insertion Results: Success rate and mean trial time
for shunt insertion with varying shunt outer diameters and insertion
modes. We track two failure modes: (D) dilation failure and (S)
shunt insertion failure.

the robot is performing shunt insertion, and only one can be
used when the robot is grasping two points.

The vessel phantom used for experiments is the tube-top
of a yellow latex balloon with an inner diameter of 15 mm
and a rim thickness of 1.5 mm. The shunts used are two
clear vinyl tubes with outer diameters of 8 mm and 14 mm.

B. Bimanual Vessel Grasping Metrics and Failure Modes
As described in Section III-B, we consider a bimanual

grasping trial successful if both of the robot grippers are
grasping the vessel phantom. For this mode, we classify the
failures into one of the following:

1) One-arm grasping failure (O): Either the left or right
arm attempts to grasp the vessel phantom, but misses. When
the gripper is closed, there is no part of the vessel phantom
inside it.

2) Two-arm grasping failure (T): Both the left and right
arms attempt to grasp the vessel phantom, but both miss.

C. Bimanual Vessel Grasping Results
As shown in Table I, we perform 20 trials of bimanual

vessel grasping, where the dVRK autonomously grasps two
points on the vessel rim without servoing, with servoing,
each with their sequential and concurrent variants. For each
set of 20 trials, the center of the vessel is placed at 4 different
points for 5 trials each. The 4 points form a square with a
side length of 2.54 cm.

For bimanual grasping without servoing, we observe that
the success rate declines from 95% to 65% when the execu-
tion model changes from sequential to concurrent, and there
are 7 one-arm grasping failures (O) and 1 two-arm grasping
failure (T) respectively. For bimanual grasping with servoing,
we observe that the success rate increases from 70% to
100% when the execution model changes from sequential
to concurrent, and there are 6 one-arm grasping failures (O)
and 0 failures respectively.

For sequential execution, all of the one-arm failures (O)
occurred on the second arm after the first arm had grasped the
vessel. When the first arm is grasping the vessel, the vessel
tilts at an angle that is out of distribution from the human
demonstrations, resulting in incorrect servoing actions. This
does not occur in the concurrent execution case where both
arms servo concurrently because only after both are done
servoing do they move downward and grasp the vessel.

We observe that on average, the duration of the concurrent
execution of bimanual vessel grasping is less by 5.5 s in the
no servoing case, and 7.0 s in the servoing case.



D. Shunt Insertion Metrics and Failure Modes

We consider a shunt insertion trial, both for teleoperation
as well as autonomous insertion, a success if one arm is able
to dilate the vessel and the other arm is able to insert a shunt,
such that the rim of the shunt is fully enclosed when both
grippers release. The elapsed time of each trial as well as
the success or failure of that trial is noted. Failures can fall
into two categories:

1) Dilation failure (D): The robot, commanded with
instructions from a teleoperator or through the autonomous
pipeline, either attempts to grasp the vessel phantom and
fails, or successfully grasps it but fails to dilate the vessel
phantom rim outward.

2) Shunt insertion failure (S): After both grippers release
the vessel phantom and the shunt, if even a small portion
of the shunt’s rim is outside of the vessel phantom, it is
considered a failure.

E. Teleoperation Results

For 20 trials of inserting the 8mm and 14mm outer diam-
eter shunts, one co-author (W. Panitch) served as the human
teleoperator after 15 hours of experience. We report the
results in Table II. We observe that the human teleoperator
has a 100% success rate for inserting both the 8mm and
14mm outer diameter shunts. The average trial time increased
from 14.6 s to 20.3 s when the shunt outer diameter increased
from 8 mm to 14 mm.

F. Autonomous Shunt Insertion Results

We perform 20 trials of autonomous shunt insertion when
a surgeon is unavailable with both the 8mm and 14mm outer
diameter shunts, and report the results in Table II.

We observe that the autonomous shunt insertion pipeline
achieves a success rate of 95% with the 8 mm outer diameter
shunt and 80% with the 14 mm outer diameter shunt. There
were no dilation failures, but there were 1 and 4 shunt
insertion failures respectively. The average time of each trial
is 14.5 s and 14.4 s respectively.

VI. LIMITATIONS

The methods proposed and settings considered have a
number of limitations when compared to the clinical setting.

The vessel phantoms and shunts considered are 1.5–2.0×
larger than their analogues in clinical settings, and are
constructed from materials that may not perfectly reflect the
appearance or behavior of in-vivo vascular tissues or shunts.
Additional work is required to apply these techniques to any
in-vivo setting.

The teleoperation mode assumes continuous access to a
high-speed, low-latency network connection for both the
operating surgeon and the patient-side robot. This is often
unavailable in the disaster or battlefield scenarios where
vascular shunt insertion is in high demand.

During experiments, the local surgical assistant is repre-
sented by a pair of fixed grippers. However, a human assistant
is not necessarily stationary, which suggests a potential to
help or hinder the autonomous components—for example,

by maneuvering the vessel rim to make it easier to localize
and grasp, or disrupting the visual servoing system with
unintended motion. We hope that future work will consider
the potential to apply techniques from multi-agent planning
or human-robot interaction literature to this setting.

While the state of the vessel is monitored visually by
the perception system, force feedback is not available to the
dVRK. This makes it difficult to consider the stress applied
to the vessel during tensioning, which could lead to tears
in the vascular tissue. In addition, the shunt is not actively
tracked, and the system is not robust to unknown orientations
of the shunt in the robot grippers.

VII. DISCUSSION

In this paper, we propose a trimodal framework for
vascular shunt insertion and provide experimental results
demonstrating its efficacy, even in the presence of tight
tolerances and cable slippage. To improve the accuracy of
our model under these adversarial conditions, we present a
novel visual servoing module for grasping in the automated
vascular shunt insertion problem. Our results show that the
proposed method achieves a high success rate across all three
modes of operation, even without a surgeon present. While
human-driven methods such as teleoperation or in-person
surgery continue to have the highest success rates, our results
suggest that autonomy-assisted surgery is a promising option
for patients in situations where face-to-face surgical care is
inaccessible.
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