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FogROS2-LS: A Location-Independent Fog Robotics Framework
for Latency Sensitive ROS2 Applications
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Liu Ren?, Jeffrey Ichnowski*, John Kubiatowicz! and Ken Goldberg'?

Abstract—In Cloud Robotics, long system latency due to
varying network conditions can cause instability and collisions.
However, this can be minimized in the almost univeral case
where there are multiple sources available for cloud servers.
By extending anycast routing, we introduce FogROS2-Latency-
Sensitive, a Fog Robotics framework that offers secure, location-
independent connections between robots and latency-sensitive
cloud-based servers. FogROS2-LS offloads conventional on-
board state estimators and feedback controllers to Cloud and
Edge compute hardware without modifying existing applica-
tions in ROS2. In the presence of multiple identical services,
FogROS2-LS dynamically identifies and transitions to the
optimal service deployment that meets latency requirements,
thereby empowering robots with limited on-board computing
capacity to safely and efficiently navigate dynamic, human-
dense environments. We evaluate FogROS2-LS with two latency
sensitive case studies: (1) Collision Avoidance: a robot arm
guided by visual feedback from consistent distance estimation
and collision checking on Cloud and Edge. FogROS2-LS
reduces collision failures by up to 8.5x by selecting the best
available server, and (2) Target Tracking: FogROS2-LS enables
robust and continuous target following and can recover from

%network failures. Videos and code are available on the website

54 pt
0.75in
19.1 mm

https://sites.google.com/view/fogros2-1s.

I. INTRODUCTION

Cloud, or fog Robotics ([1], [2], [3]) enables robots to
access external computing resources for (1) advanced visual
perception ([4], [5], [6], [7], [8]); and (2) reinforcement
learning-based intelligent motion control ([9], [10]). Our
previous work introduced FogROS2—now an official part of
the ROS2 ecosystem—which outsources heavy computing
tasks to on-demand hardware resources and accelerators, such
as GPU, TPU, ASIC, FPGA, and high performance CPU
Servers.

A common misconception about Cloud and Fog robotics is
that they are unsuitable for latency-sensitive and safety-critical
tasks due to network failures and congestion.

In this work, we assume the existence of multiple inde-
pendent cloud compute servers and provideres, and present
FogROS2-Latency Sensitive, a Fog Robotics framework
that enables reliable latency performances by dynamically
selecting the optimal service out of all available servers. We
evaluate its effectiveness in real robotics experiments with
collision avoidance and continuous target tracking (Fig. 1).
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Fig. 1: A Sample Use Case of FogROS2-LS FogROS2-LS enables the
location-independent deployment of fog robotics applications, allowing robots
to connect with distributed robotic services with a unified ROS2 interface. It
enables robust operation of latency sensitive applications, such as tracking or
collision detection, by connecting robots to service deployments that satisfy
these bounds.

<>

ROS2 [11] is the de-facto platform for building robotics
applications in a location-independent way: heterogeneous
robots and modular services! publish to and subscribe from
(pub/sub) each other as if they are running on the same
machine. However, completely adhering to the ROS2 multiple-
party pub/sub communication paradigm in fog robotics falls
short on the following aspects: (1) Mirrored robotics services
can be distributed to heterogeneous geographic locations
and network domains. The framework needs to globally
and securely discover and connect robots with those service
deployments, while differentiating services hosted by other
users or tasks. (2) The pub/sub paradigm leads to the request
being published to all the deployments, leading to more
network congestion and failure. While still adhering to ROS2
interfaces, a robot should select the one deployment that
fulfills the application-specific latency bound. (3) Deployment
selection should be adaptive to fluctuating application latency
caused by varying network latency and hardware resource
utilization, and network failures

FogROS2-LS introduces a latency-aware location inde-
pendent routing architecture. It enables launching multiple
instances of robotics task servers across different geograph-
ical and network domains, all identifiable by a location-
independent identifier unique to the task. Robots use this

IService in this paper refers to generic robotics application instead of the
specific ROS2 service communication model. FogROS2-LS supports both
publish-subscribe and service communication models in ROS2.
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identifier for global discovery and selection of service
deployments based on dynamic ROS2 application latency
analysis. FogROS2-LS enforces an anycast invariant [12], in
which each robot subscribes to exactly one service deploy-
ment. When failures or latency variations occur, FogROS2-
LS seamlessly switches to an alternative deployment that
meets the latency constraints, while adhering to the anycast
invariance.

To evaluate FogROS2-LS, we performed two latency-
critical robotic experiments using FogROS2-LS: (1) collision
checking via visual feedback for safe robot arm deceleration,
and (2) target following using rapid visual detection feed-
backed to a reactive motion planner. Experiments suggest that,
compared to using on-board perception modules, Edge/Cloud
services via FogROS2-LS provide more timely and reliable
performance, enabling safer and more on-track robot control,
respectively. We also show that a hybrid service built with
FogROS2-LS, a combination of Edge and Cloud service with
automatic service switching, is more robust than standard
services against system failures because FogROS2-LS allows
failure recovery to backup services when one or more services
become unreliable or disconnected due to network conditions
or computation availability.

This paper claims make four contributions: 1) a loca-
tion-independent network routing framework that enables
robots to discover and connect with fog robotics services
across different network domains, 2) a state machine-based
Anycast communication paradigm that simplifies the routing

<————>management and adheres to the publish/subscribe paradigm
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in ROS2, 3) adaptive routing based on real-time profiling
of latency, and 4) data from an experimental evaluation of
FogROS2-LS on two latency sensitive scenarios.

A. Five System features

FogROS2-LS provides the following five key features:

a) No Application Modification: Unmodified ROS2
applications work with FogROS2-LS and operate as though
all modules reside on a single computer. FogROS2-LS works
for heterogeneous ROS2 transport middleware configurations
and network setups.

b) Location Independence: The robotics services can
be deployed at different geographic locations and network
domains. FogROS2-LS interconnects them with robots as if
they were all on the same computer.

c) Latency Boundedness: FogROS2-LS selects and
connects to a service deployment that fulfills the time bound
defined by the user.

d) Anycast Invariant: FogROS2-LS maintains the any-
cast invariance that routes robot requests to the optimal service
deployment determined by a user-defined latency constraint.

e) Adaptivity: FogROS2-LS adapts its service selection
to fluctuating network conditions and application latency.

II. RELATED WORK

A prevailing trend indicates an increasing demand for
robots to employ resource-intensive models and algorithms
for accurate perception and control. Popular visual perception
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modules include Segment Anything (SAM) [5], semantic VS-
LAM [6], Neural Radiance Fields (NeRF) [7], and Language
Embedded Radiance Fields (LERF) [8]. Intelligent motion
control modules include learning hand-eye coordination with
grasping [13], Model Predictive Path Integral (MPPI) [9],
and Robotic Transformer 2 (RT2) [14]. The complexity of
large or foundational models necessitates more than just the
robot onboard computing capabilities. Fog Robotics [1] has
been proposed, as a generalization of Cloud Robotics [15], to
balance centralized cloud and distributed edge resources to
reduce latency, enhance performance, and facilitate real-time
processing and decision-making in robotic systems [16]. Fog
Robotics have been applied to various robotics applications,
such as grasp planning [3], motion planning [2], visual ser-
voing [17], inference [18], and human-robot interaction [19].

Robot Operating System (ROS) 2 [11], the successor
of ROS, is the de-facto standard for developing robotics
applications due to its broad availability and adaptability. In
ROS 2, computational modules are abstracted into nodes,
and they communicate with each other using a multi-
party publish/subscribe paradigm through fopics. All nodes
subscribing to the same topics receive data from other
nodes that publish them. Over the past decades, various
attempts have been made to enable robotics applications
in ROS or ROS2 to leverage Cloud or Fog computational
resources. Rapyuta Mohanarajah et al. [20] is a proprietary
platform for centralized management and deployment of ROS
application pipelines. Chen et al. [21] propose FogROS, a

cloud robotics framework that offloads ROS applications &——>

to the public cloud. Ichnowski ef al. [22] and Chen et
al. [23] extend FogROS with ten major features, including
ROS2 support and major cloud service providers. FogROS2-
SGC (Secure and Global Connectivity) [24][25] connects
distributed ROS2 nodes through a global peer-to-peer network.
In this work, we build upon the FogROS design philosophy,
allowing for offloading and connecting robots with ROS2
applications without any code modifications. Furthermore, we
extend our study to enabling latency sensitive fog robotics
applications. On the technique side, FogROS2 uses Virtual
Private Network (VPN) optimized for single cloud and
robot, and FogROS2-SGC lacks flexible network routing
management. In contrast, our approach in FogROS2-LS
leverages the unique communication paradigm Anycast. This
allows robots the flexibility to connect to one of several
location-independent services and dynamically switch to meet
application latency constraints.

III. FOGROS2-LS DESIGN

FogROS2-LS, illustrated in Fig. 2, enables latency-sensitive
robotics applications by deploying replicated services in
a location-independent manner and connecting with user-
specified time constraints. Location-independent robotic
service is achieved through a secure and global routing
framework (Sec. ITI-A) that associates local ROS2 topics with
globally-unique and secure identifiers. The same services can
be replicated at different geographic locations with the same
identifier, allowing robots to discover the location independent
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Fig. 2: System Diagram of FogROS2-LS components FogROS2-LS enables
latency-sensitive fog robotics applications through an adaptive scheduler that
generates routing policies. The routing policy directs robots to connect with
the optimal service deployment by Anycast.

services and connect as if the service were on the same
machine. FogROS2-LS uses Policy-Guided Anycast (Sec. III-
B) to address the challenge of choosing a single deployment
from several instances sharing the same identifier without any
application or interface modifications of ROS2. This approach
enables connection to a single service deployment based on
a routing policy. This policy is dynamically generated by
the Adaptive State Machine Scheduler (Sec. III-C), which
monitors and orchestrates application latency.

A. Location Independent Routing
Location Independent and Unique Identifiers FogROS2-

&———>LS enables multiple location independent deployments of the
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same service by assigning a shared globally unique identifier
to all the service deployments. Robots can deterministically
generate the identifier to discover and connect with the
service. FogROS2-SGC details the identifier cryptographic
construction process, in which an unauthorized attacker
attempting a brute-force attack would have to guess the service
identifier or reverse the information used to generate it among
1077 possibilities, a value near the number of protons in the
observable universe. The original FogROS2-SGC uses this
property for mobility, allowing robots to move freely across
different network domains. FogROS2-LS extends FogROS2-
SGC’s identifier generation process so that multiple servers at
various geographic locations can host the same ROS2 service
by assigning their service interfaces with the same identifier.
FogROS2-LS also supports identifier generation for both
ROS2 publish/subscribe and service/client communication
paradigm.

Flexible Global Service Discoverability and Connectivity
Given a shared identifier associated with a fog robotic service
replicated across various geographical locations, robots face
the challenge of globally discovering and connecting to these
deployments. This task is challenging due to heterogeneous
network domains, firewalls, and Network Address Translation
(NAT) [26], which sometimes restrict accessibility to network
addresses or ports outside of certain domains. It is further
complicated by the flexibility requirement of FogROS2-LS
that the robot can dynamically select the service based on
the latency requirement.

Fast Deployment Slow Deployment

v

® v

(c) Policy-Guided

(a) Multi-party Pub/Sub Anycast Pub/Sub

(b) Anycast Pub/Sub

Fig. 3: Comparison of Publish/Subscribe and Anycast Communication
Paradigms ROS2’s publish/subscribe paradigm publishes a message (e.g. a
request from robots) to all existing subscribers, which wastes computational
and network resources. In our context, the Anycast paradigm is more
appropriate, as it forwards to only the most optimal deployment based
on the policy.

FogROS2-LS achieves flexible global discoverability by
maintaining a global routing information base, a centralized
registry storing all routing data, enabling newcomers to
directly connect with existing publishers and subscribers.
This registry solely aids in connection establishment and
maintenance without data routing. This provides two clear
benefits: (1) it is sufficiently lightweight to operate on low-
end servers, with UC Berkeley offering a public version; (2)
it enables flexible packet control to specific endpoints by
direct robot-service connections, since intermediary routers
can introduce protocol complexities and inefficiencies.

FogROS2-LS enables global connectivity through proxying

local ROS2 communication to WebRTC [27], a peer-to-peerg

network transport protocol that facilitates global connections
and is commonly used for web-based video conferencing.
We refer readers to [27] for its design and guarantees. In
FogROS2-LS, the global routing information base maintains
the WebRTC channel details of current publishers and
subscribers, allowing newcomers to utilize this information
to directly establish WebRTC connections with existing
participants.

B. Policy-Guided Anycast

Many ROS2 applications utilize the publish/subscribe
paradigm in ROS2 to emulate a server and client setup,
where the robot client publishes to the request topic and
subscribes from the response topic, while the server subscribes
from the request topic and publishes to the response topic.
This emulation works if only one service deployment exists
in the network. Otherwise, the robot may send requests
to multiple deployments (Fig 3.A), wasting compute and
network resources in the context of multiple deployments
of the same service. Additionally, the robot could receive
duplicated responses from multiple deployments.

Recognizing that robots need to communicate with only
one of the services, FogROS2-LS resolves this issue by
formulating Anycast to describe this one-to-one-of-many
relationship: the request message only needs to be forwarded
to any of the deployment that subscribes to the request topic,
instead of all of them. Other idle service deployments in ROS2
consume negligible network and CPU resources, which can
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be used to handle other robots or services. However, we note
that this is conceptually different from IP Anycast [12]: IP
Anycast concentrates on routing packets to a destination IP
address shared by multiple locations, while FogROS2-LS
bridges publish/subscribe to one of many services (Fig 3.B).

FogROS2-LS enables Anycast by managing its global
routing state: which ROS2 topics should be globally dis-
coverable, published, or subscribed to. Anycast is achieved
when a single service deployment subscribes to service request
topics and publishes to service response topics, with the robot
maintaining a location-independent connection exclusively
with that service deployment. Given that a service may use
multiple ROS2 topics, we use state to refer to the aggregation
of the global topic publish or subscribe relationship of a
robot or service deployment at a specific time. An example
of the state definition can be found in Listing 1. FogROS2-LS
has predefined three states to facilitate Anycast: the robot
state designated for the robot, the service state for actively
managing requests, and the standby state which prevents the
exposure of any global service topics to other machines. One
can also define their own state, but additional adaptation is
required for anycast invariance.

Each FogROS2-LS-integrated robot or service operates its
own state machine. To switch from one service deployment
to another, the scheduler reassigns the state machine, marking
the old deployment as standby, and the new one as service.
FogROS2-LS automates the state transitioning by tearing
down the network connections of the previous state, updating

<————>the global routing information base, and establishing the
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connections for the new state.

We transform an intricate network routing management
problem into a straightforward state machine management
problem. Instead of designing networking protocols and
maintaining complex routing states, we only need to keep the
invariant that only one service deployment is in service state,
while other deployments are in standby state (Fig 3.C). In
FogROS2-LS, the collective states of all the state machines for
the robot and service form the policy, which is user-initialized
(Listing 1) and overseen by an adaptive scheduler (Sec. III-C).
To minimize the service interruption of state transitioning,
FogROS2-LS maintains the underlying network connection
from previous services, merely pausing the packet forwarding
instead of completely tearing down the connections. This
strategy leverages the minimal overhead involved in keeping
a network connection active, allowing for the reuse of these
connections when switching for those services that require
continuous operation.

C. Adaptive Time-Bounded Policy Scheduler

FogROS2-LS ensures an application’s adherence to the time
constraint by monitoring the application latency, checking
if the latency fulfills the bound, and dynamically adjusting
its routing policy. The latency is profiled by adjusting the
routing rules ahead of the deployment. The necessity for a
user-defined time bound is to avoid impractical monitoring
of the most optimal machine and to prevent overly frequent
switching.
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1 # III1.B
(2 state_definition: tate Definition R
3 standby: # do not publish or subscribe to any topics
4 service:
5 topics:
6 - /yolo/input: sub #
7 - /yolo/output: pub #
8 robot:
9 topics:
10 - /yolo/input: pub #
11 - /yolo/output: sub #
12 params:
s — /camera: rgb_module.profile:=640x480x30 )
(14 9,0 . )
15 initial policy: Initial POhCy
16 turtlebot: robot
17 machine edge: service
k18 machine cloud: standby )
9
20 # Section III.C Adaptive Latency M
21 latency_ bound:
22 median: 0.3 # in second, max/min/median/mean/stddev

Listing 1: FogROS2-LS State and Policy Configuration File Example
This state_definition section illustrates how the user specifies the
machine’s state—such as standby, which the node remains idle, and
service, which the node actively listens for input requests and outputs to
the response topic. The state machine also allows specifying the parameters
such as camera frame rate and resolution. User can also add their own
custom states. The second half of the configuration file defines the desired
latency bound for the messages from the request topic and response topic.

FogROS2-LS uses a centralized scheduler to determine
which machine should be the service machine for the robot.
The scheduling decision translates to the actual state machine
updates that are synchronized across all available deployments

for consistency and fault tolerance. The scheduler passively < >

monitors the application latency and is triggered when the
application fails to fulfill the latency bound or if the current
service machine is disconnected. The scheduling decision is
based on historical profiling results on both active and idle
service deployments. The scheduler temporarily directs the
messages to the selected service and collects latencies for a
short period of time. FogROS2-LS gathers application latency
profiles at bootstrapping and when none of the available
machines fulfill the latency bound based on the past data.
To accommodate diverse ROS2 applications, FogROS2-LS
provides three latency collection mechanisms: (1) measure-
ment of the difference between the request and response
time of ROS2 services, (2) heuristics to align the request
and response topics in ROS2 pub/sub and to get the timing
difference of the request topic and response topic, and (3)
direct input of latency from a pre-defined ROS2 interface.

IV. ROBOTICS EVALUATION

We demonstrated location-independent FogROS2-LS ser-
vices with two latency-sensitive physical robotics tasks: (A)
high-speed collision avoidance (Fig. 4) and (B) continuous
object following (Fig. 5). Both tasks required continuous
visual feedback from the robots and time-sensitive controls
back to the robots. The first task required a single time-
sensitive command while the second required continuous
commands. To offload visual perception to both edge and
cloud servers, we streamed online camera feeds from these
robots to off-board servers via FogROS2-LS for continuous
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(a) Robot Setup
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(b) Block Diagram
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Fig. 4: High Speed Collision Avoidance Evaluation (a) The robot arm approached the target with maximum speed and decelerates at Scm away from the
target based on the visual detection of the QR Code. Delayed estimation leads to failure by collision. (b) Architecture of multiple off-board perception
servers both on the Edge and in the Cloud (c) Baseline experimental results (without network delays) showing that FogROS2-LS reduces failure by 3.7x
when two Cloud servers were available to support a location independent service, compared to the case of a single, far away Cloud (E) service.

Delay added to Edge 1 Edge 1 Edge 1

Failure Rate (%) Only + Edge 2 + Cloud(W) + Cloud(E) + Cloud(W) + Cloud(E)
x ms Applied to 100% Packets 56.7% 0.0% 10.0% 30.0% 6.7%

(Failure Reduction) (o) (5.7x) (1.9x) (8.5x)

x ms Applied to 50% Packets 26.7% 0.0% 6.7% 53.3% 10.0%

(Failure Reduction) (o0) (4.0x) (0.5x) (2.7x)

TABLE I: When local network was congested, FogROS2-LS reduced failures: Upon application of random network delays on Edge #1, FogROS2-LS
automatically re-route to alternative services, i.e. Edge 2, Cloud(W), Cloud(E). Such automatic switching functionality to an alternative, location independent
service(s) improves robustness of the system and reduced failure rate (lower the better) of the overall system. FogROS2-LS matches performance of the best
individual machine, reducing the failure rate by up to 8.5 times by selecting the best available machine compared to single edge service system under heavy

QR Code pose estimation (AprilTag [28]). 6D pose of the
target and robotics control signals were then sent back, also
via FogROS2-LS, to complete the feedback loop. FogROS2-
LS continuously monitored the round trip time of each frame
of pose estimation on all available edge and cloud servers
connected to the operating robot during run time.

When the current service failed to return 6D poses to the
robot within the designated time, FogROS2-LS autonomously
switched to another operational service. This approach en-
hances system robustness, both by averting potential failures,
such as in collision avoidance scenarios, and by facilitating
recovery in instances of continuous object tracking.

A. Collision Avoidance

Setup Fig. 4 shows the physical setup of the collision
avoidance evaluation. The Universal Robots arm (UR10e),
with an Intel RealSense D435i mounted on the wrist, advanced
towards the QR Code at maximum speed (measured at 1.3
m/sec). Meanwhile, the camera sent a monocular video stream
to the Edge or Cloud at 640x480 resolution, maintaining
a steady QR Code 6D pose estimation at 90 Hz. Due to
bandwidth limitations, we streamed the video to the cloud
with H.264 compression. We streamed Video to a local edge
server via series of compressed images rather than H.264, as
edge network has better bandwidth. The robot arm underwent
maximum deceleration if robot arm recognized that it was
5 cm away from the target. It is considered failure if the

off-board robot command, in response to the visual detection,
failed to reach the robot in time, causing the robot arm to
collide with the target that holds the QR code.

We used FogROS2-LS to connect the robot controller
to various Edge or Cloud servers. We isolated the ROS
nodes on the robot controller from Edge server’s using ROS2
domains to avoid cross interference. All the experiments were
conducted 30 times. Prior to each run, FogROS2-LS profiled
networks for up to 100 ms per machine. It then selected the
machine with the lowest round-trip latency that can fullfill
the configured time-bound. It then pauses for 500 ms to allow
H.264 stabilization before each robotics trial begin.

Results To benchmark, we calculated the failures rate
over the 30 trials for baseline (Fig. 4 (c)) and local network
congestion (Table I). We showed that the location-independent
service built with FogROS2-LS reduced the failure rate of
the collision avoidance robot task, because FogROS2-LS can
choose the best available service automatically via Anycast.

FogROS2-LS can reduce the failure rate by up to 8.5
times. When 100% network latency is applied and the cloud
is available, FogROS2-LS chooses Cloud for almost all the
trials, and the overall performance is close to the performance
of the Cloud. Notably, FogROS2-LS can perform better than
any available standalone machines by selecting the available
machine with best latency at a given moment. It can achieve
an even lower failure rate of up to 1.5 times lower than that
of any single machine available.
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Fig. 5: Position of Mobile Robot Relative to a Circular Path. (a) & (b) Setup & Architecture; (c), the mobile robot successfully follows the circular path
when no network inference was introduced; (d), a 50 ms network delay was introduced after the initial quadrant, causing mobile robot to immediately

deviate from the path; (e) showcases FogROS2-LS’s ability to recover from

In all the series of experiments, one failure case occurred—
when 50% latency was applied to Edge 1 and FogROS2-
LS offload perception to Cloud US East. The failure rate
of the combined Cloud-Edge was worse than that of the
original Edge 1 machine. This outcome was caused by

<&——>imprecise network profiling due to the following reasons:
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(1) substantial network variation for Edge and Cloud is
not practical for optimization; (2) while the FogROS2-LS
network profiler operates under the assumption of uncorrelated
request latencies, the H.264 compression alternates between
transmitting a complete image frame and sending only the
difference from the previous frame, so request latencies can
be correlated in time.

B. Continuous Target Following

Setup We used MyAGV [29] for a continuous target
following experiment. This fast-moving mobile vehicle has
Mecanum omnidirectional wheels, a Raspberry Pi 4, and an
Intel RealSense D435i camera. During the experiment, it
tracked the QR code on the UR10e robot arm such that the
robot aimed to stay 0.5 meters away in the normal direction
of the tag. The wrist of UR10e maintains a rotation speed
of 0.075 rad/s, guiding mobile robot in a circular path. In
the meantime, the Raspberry Pi runs FogROS2-LS to stream
the RGB video to the Edge server at 424x240 resolution at
30 Hz with an Ethernet cable. The position of MyAGV w.r.t.
the start is estimated as R(6)x, where R(0) is a 2x2 rotation
matrix with angle 0, 0 is the angle reading of the UR10’s
wrist joint, and x is the detected 2x1 position of MyAGV’s
camera w.r.t. the QR code. In the evaluation, we use two
identical Edge servers connecting to MyAGV via FogROS2-
LS, one executes QR Code detection, while a backup Edge
server remains on standby. While the MyAGV progresses past
the first quadrant (90 degrees) of the target circluar path, we

the failure encountered by transitioning to another Edge server.

introduce a S0ms network latency, causing a tracking failure
and deviation from the trajectory. A successful FogROS2-
LS switch should facilitate tracking recovery, allowing the
system to resume object tracking by leveraging the backup
Edge server.

Results Fig. 5 shows the the results of target following &—«->

with FogROS2-LS. In the presence of 50 ms network latency
after the initial quadrant, MyAGV deviates from the path.
FogROS2-LS is able to recover from the failure encountered
in (e) by transitioning to another Edge server.

V. CONCLUSION AND FUTURE WORK

This work introduces FogROS2-LS a location-independent
ROS2 Framework for latency-sensitive cloud robotics. One
limitation is that the accuracy of latency profiling is affected
by the correlation of the message processing latencies. For
example, H.264 video compression can result in imprecise
latency estimations where some packets represent complete
frames and others contain only the differences from the
preceding frame. In future work, we will model such packet
dependency for robotics application predictability.
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